# Scope of the Project

Time series forecasting for blood glucose (BG) values provides valuable information for improving the insulin management for patients with type 1 diabetes (PwT1D). Reliable BG forecasting holds the potential to improve the automated meal announcement and possible insulin treatment (bolus dose, and basal rate) adjustments. Further, certain events could trigger alarms to inform the patient with respect to risks of potential future hypo- or hyperglycemia. However, the problem complexity, the related uncertainties, as well as the inter- and intra-patient variabilities, makes challenging the accurate prediction of future glucose concentrations. To address these challenges, we make benefit of recent advances in deep learning and reinforcement learning. A natural way of handling sequential data is to use a Recurrent Neural Network (RNN) and its derivatives such as Long-Short-Term-Memory units (LSTM) [1], Transformers [2] or deep reinforcement learning [3].

# Data

You will be working with recorded data from 12 different PwT1D. The data was released in the OhiaT1DM dataset [4]. You will have access to information such as continuous glucose monitoring (CGM), BG values obtained through self-monitoring by the patient (finger stick), basal insulin rate, bolus injection, the self-reported time and type of a meal, plus the patient’s carbohydrate estimate for the meal and more. The measurements are provided at intervals of minutes.

# Experiment

You will have to make yourself familiar with the state of the art of BG prediction within the framework of AI. Due to missing values inside the data, post-processing is required. You are free to choose one of the three mentioned methods above (RNNs/LSTMs, Transformers, or deep reinforcement learning) to develop a robust and patient individualized BG prediction model.
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